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Outline 

• CPS Framework – Aspects and Facets 
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CPS Framework Structure
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CPS Public Working 
Group •  Provides technical, concern-driven foundation for CPS/IoT: CPS Framework 
•  NIST leadership w/industry, academia, government; CPS experts in 5 working 

groups have contributed to draft CPS Framework, now revised based on public 
review comments and released in May 2016. 

•  EL, ITL, PML collaborative effort (Overall leads: Griffor, Wollman – plus Burns, Battou, 
Simmon, Quinn/Pillitteri, Weiss) 

•  Collaboration site: https://pages.nist.gov/cpspwg/ 
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Concerns as Dimensions of 
CPS Measurement 

Cyber-Physical System 

‘Concern-driven’: holistic, integrated approach to 
CPS concerns. 

Safety Reliability

Resilience

Cybersecurity

Privacy
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CPS Framework Mathematics 
property-Tree of a 
CPS 
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semantics of CPS Framework 
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Decomposing a 
CPS in the CPS 
Framework 

Function Types correspond to: 
•  input/output characteristics 
• methods/tools used to 

develop and reason about 
the functions 

Including: 
•  Business Case (content and 

constraints) 
• Use Case (feature/function) 
• CPS (cyber-physical 

subsystems) 
•  Physical functions 
• Cyber/logical functions 
•  Allocation to SW/HW 
• Message and Signal 
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Example: Trustworthiness 

Concern 
‘cascade’ for 
Trustworthines
s: 
• Level 0 is an 

‘aspect’ 
• Level 1 are 

the primary 
sub-
concerns 

• Level 2 are 
decompositi
ons of Level 
1 concerns 9	

1 						usability
Concerns	related	to	the	ability	of	CPS	to	be	used	to	achieve	its	functional	objectives	effectively,	efficiently,	and	to	the	satisfaction	of	users	(adapted	from	ISO	9241-210.)	The	
combination	of	physical	and	cyber	into	complex	systems	creates	challenges	in	meeting	usability	goals.	Complexity	is	a	major	issue.	The	diversity	of	interfaces	creates	a	
significant	learning	curve	for	human	interaction.

0 	Trustworthiness Concerns	about	trustworthiness	of	CPS	including	cybersecurity,	privacy,	safety,	reliability,	and	resilience.

1 						privacy

Concerns	related	to	the	ability	of	the	CPS	to	prevent	entities	(people,	machines)	from	gaining	access	to	data	stored	in,	created	by,	or	transiting	a	CPS	or	its	components	such	
that	individuals	or	groups	cannot	seclude	themselves	or	information	about	themselves	from	others.	Privacy	is	a	condition	that	results	from	the	establishment	and	
maintenance	of	a	collection	of	methods	to	support	the	mitigation	of	risks	to	individuals	arising	from	the	processing	of	their	personal	information	within	or	among	systems	or	
through	the	manipulation	of	physical	environments.

1 						reliability Concerns	related	to	the	ability	of	the	CPS	to	deliver	stable	and	predictable	performance	in	expected	conditions.

1 						resilience Concerns	related	to	the	ability	of	the	CPS	to	withstand	instability,	unexpected	conditions,	and	gracefully	return	to	predictable,	but	possibly	degraded,	performance.

1 						safety
Concerns	related	to	the	ability	of	the	CPS	to	ensure	the	absence	of	catastrophic	consequences	on	the	life,	health,	property,	or	data	of	CPS	stakeholders	and	the	physical	
environment.

1 						security

Concerns	related	to	the	ability	of	the	CPS	to	ensure	that	all	of	its	processes,	mechanisms,	physical	and	data,	and	services	are	afforded	internal	or	external	protection	from	
unintended	and	unauthorized	access,	change,	damage,	destruction,	or	use.	
Confidentiality:	
Integrity:	
Availability:		

2 											cybersecurity Concerns	about	cybersecurity.
3 																confidentiality Preserving	authorized	restrictions	on	access	and	disclosure.	
3 																integrity Guarding	against	improper	modification	or	destruction	of	system,	and	includes	ensuring	non-repudiation	and	authenticity.
3 																availability Ensuring	timely	and	reliable	access	to	and	use	of	a	system.
2 											physicalsecurity Concerns	about	physical	security.
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Context/Concern-Driven Derivation 
of CPS Properties 

AEB – vehicle provides automated collision safety function 

AEB – vehicle provides/maintains safe stopping 

AEB –braking function reacts as required 

AEB – friction function provides appropriate friction 

AEB – stopping algorithm provided safe stopping 

AEB – distance and speed info is understood by braking 
function  

AEB – messaging function receives 
distance to obstacles and speed from 
propulsion function 
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(Automatic Emergency Braking) 

Functions as Sets of Properties 
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Hierarchy of Func5ons of a CPS


Function Hierarchy 

Safety – vehicle provides its function safely/without collision 

Safety – vehicle provides/maintains safe stopping distance 

Safety –braking function reacts as required 

Safety – braking function provided appropriate friction 

Safety – braking function has safe stopping algorithm 

Safety – braking function understands distance 
and speed 

Safety – braking function receives 
distance to obstacles and speed from 
propulsion function 

Properties of System Functions (AEB) 

Dependencies 

​𝑓↓𝑆𝑡𝑜𝑝𝑝𝑖𝑛𝑔𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒  

​𝑓↓𝐵𝑟𝑎𝑘𝑖𝑛𝑔𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛  

​𝑓↓𝐵𝑟𝑎𝑘𝑖𝑛𝑔𝐹𝑟𝑖𝑐𝑡𝑖𝑜𝑛  

​𝑓↓𝑆𝑎𝑓𝑒𝑆𝑡𝑜𝑝𝐴𝑙𝑔  

𝐷𝑜𝑚( ​𝑓↓𝐵𝑟𝑎𝑘𝑖𝑛𝑔𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 )⊇𝑅𝑎𝑛𝑔𝑒( ​𝑓↓𝐶𝑜𝑙𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒  )∪𝑅𝑎𝑛𝑔𝑒( ​𝑓↓𝑉𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑 ) 

​𝑓↓𝐶𝑜𝑙𝑙𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒   and  ​
𝑓↓𝑉𝑒ℎ𝑖𝑐𝑙𝑒𝑆𝑝𝑒𝑒𝑑  

Function Hierarchy 
​𝑓↓𝐶𝑜𝑙𝑙𝐴𝑣𝑜𝑖𝑑  
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CPS Framework: The Interac5on 
Calculus
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Privacy.Predictability(Ctrls,	…,	Ct)	
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•  These	correspond	to	derivaDves	(an	incremental	change	in	one	results	in	a	negaDve	or	
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IT vs IoT/CPS Threats
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Contacts:  Tim Weisenberger, SAE International: tim.weisenberger@sae.org, tel. 248.840.2106 
Mary Doyle, SAE International: mary.doyle@sae.org, tel. 248-273-2467  
Ed Griffor, NIST- edward.griffor@nist.gov, tel. 301-975-4743 

 
Item Required Lead Time 

(est.) 

1. Welcome and Introductions. I SAE Staff 
 

10:00 a.m. 
10:10 a.m. 

2. Agenda changes/additions, Anti-trust, Patent Disclosure, 
Transparency, and IP statements are reviewed. I SAE Staff 

 
10:10 a.m. 
10:15 a.m. 

3. Administration of the collaboration 
a. Goals for the collaboration (for each side) 
b. Structure of the group- working group, cooperative 

research project, dedicated resources, etc. 
c. Stakeholder voices needed 
d. End product(s)- SAE standard document, s/w 

package, Test/Certification Process doc, Federated 
test bed s/w tool, etc. 

I SAE Staff 10:15 a.m.-
10:45 a.m. 

4. Scoping The Work- covers items 5-12 I Ed Griffor, NIST, Lisa 
Boran, Ford 

10:45 a.m.-
2:15 a.m. 

5. Trustworthiness Development Process  
a. Model for the development process- Ed 

presentation 
b. Review current automotive cybersecurity activities 

and their positioning in the vehicle development 
process- Lisa lead  

I Ed Griffor, NIST, Lisa 
Boran, Ford 

10:45 a.m. 
11:30 a.m. 

6. Break   11:30 a.m.-
11:45 a.m. 

7. Automotive Trustworthiness Concerns  
a. Background material from the CPS Framework’s 

trustworthiness aspect- Ed presentation 
b. DISCUSSION: Enumerate, define and document the 

‘automotive trustworthiness concerns’, including any 
current methodology 

I Ed Griffor, NIST 11:45 a.m. 
12:30 p.m. 

8. Working Lunch   12:30 pm.- 
1:00 p.m. 

9. Automotive Trustworthiness Requirements 
a. DISCUSSION: Rough in the high-level, functional 

objectives for the chosen trustworthiness concerns 
and their metrics 

I Lisa Boran- Ford 12:30 p.m. 
12:45 p.m. 

10. Trustworthiness Testbed Requirements and Use Cases 
a. Intro to the NIST federated testbed- Ed presentation 
b. DISCUSSION:  

i. Joint approach to security testbed components 
ii. Potential obstacles to a security co-simulation 

platform useful to all the stakeholder organizations 

I Ed Griffor, NIST 12:45 p.m.- 
1:15 p.m. 

11. Working with J3061 as a baseline- How does this new work 
fit?  E.g.- Add-on above work as a Proto-Security Case- 
enumeration data and data structure for potential J3061 
Annex 

I Lisa Boran- Ford 1:15 p.m.-
1:45 p.m. 

12. Work Breakdown/Approach I SAE Staff 1:45 p.m.- 
2:15 p.m. 

 

 

SAE-NIST Collaboration Meeting 
Week of Sep 25, 2016- date TBD 

755 W. Big Beaver Rd, Suite 1600 
Troy, MI  

Room TBD 
 



Trustworthiness Development/Tes5ng/Repor5ng Form 
- Plan and RASIC


Trustworthin
ess	

Trustworthin
ess	Testbed	

Pilot	

Enumerate,	
Define,	
Document	
relevant	
Trustworthin
ess	Concerns	

NIST/SAE/OEM	
Assurance	
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evalua-on	

SAE/OEM	
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Define,	
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with	SIM-
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Configura-on	

NIST/SAE/OEM	
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NIST/SAE/OEM	
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security	
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J3061	

SAE/OEM	
Translate	
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•  Experime
nt	Design	
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Design	
Security	
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Full/Par-al	
CPS	
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Model	 Go/No-Go	

NIST/SAE/OEM	
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For addi5onal informa5on


• Program	Web	Site:		
	www.nist.gov/cps	

• CPS	Public	Working	Group	
	www.nist.gov/cps/

cpspwg.cfm	
• CPS	Framework	Release	1.0	

	hDps://pages.nist.gov/
cpspwg	
• Contact:	

	edward.griffor@nist.gov	
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Takeaways:

•  Industry	Example:	The	SAE	Cybersecurity	Commicee,	in	
its	released	J3061,	has	provided	processes	for	
idenDfying	automoDve	system	threats	and	for	
engineering	miDgaDon	of	those	threats	into	
automobiles	that:	

•  is	a	Recommended	PracDce	(just	as	with	J2980	recommended	
pracDce	on	funcDonal	safety)	

•  performs	a	TARA	or	Threat	and	Risk	Analysis	(in	place	of	the	
ISO	26262/J2980	HARA)	

•  ‘includes’	discussions	of	Privacy	and	Reliability	(need	to	
assess	the	sufficiency	of	these	discussions)	

•  leaves	process	open	to	3	approaches	to	integraDon	with	the	
FuncDonal	Safety	process	of	ISO	26262/J2980	(Dght-coupling,	
loose-coupling	or	‘systems	engineering’	approach	per	J.	Miller	
and	B.	Czerny)	

•  addresses	onboard	or	onboard	vehicle	cybersecurity	
•  Value	that	NIST	CPS	Framework’s	trustworthiness	
aspect	adds:	

•  complements	all	three	approaches	to	integraDng	
cybersecurity	with	funcDonal	safety	

•  broadly	consensed-upon	dimensions	of	trustworthiness,	
including	security	

•  addiDonal	trustworthiness	dimensions	(concerns)	and	their	
decomposiDon	

•  quanDtaDve	methods	for	esDmaDng	of	the	impact	of	one	
concern	on	another	(can	be	used	in	any	of	the	three	
approaches	to	integraDng	the	automoDve	concerns)	



Interac5ons between Concerns

•  The	conceptualizaDon	facet	provides	func-onal	
decomposi-on	

•  The	tree	of	concerns	provides:	
•  the	decomposi-on	of	concerns	(such	as	Security,	decomposed	
into	Physical	Security	and	Cybersecurity)	

•  is	schema	for	applying	concerns	to	a	CPS	

Example:	A	secure,	privacy-protected	message	exchange	might	consist	of	the	simultaneous	(set	of)	
properDes:	
•  <f	=	message	exchange,	

Γ=Trustworthiness.Security.Cybersecurity.ConPidentiality.Encryption,	P=AES(.)>	
•  <f	=	message	exchange,	​Γ↑′ 

=Trustworthiness.Privacy.Predictability.Controls.Authorization,	P’=OAuth(.)>	
Define	the	funcDon	denoted	by	f	to	be		[f]	=	{g|	g	has	properDes	
Trustworthiness.Security.Cybersecurity.ConfidenDality.EncrypDon.AES,	
Trustworthiness.Privacy.Predictability.Controls.AuthorizaDon.OAuth}	

Concerns	and	their	Interac-on	Calculus	
DerivaDon	of	a	property	P		for	a	CPS	funcDon	in	a	context	of	concerns:	
<f	a	funcDon,	concern	context		Γ,	property	P>,	denoted	by		Γ⊢𝑃(𝑓)	

ConsisDng	of:	
•  CPS	func-on		f		from	the	Business	and	Use	Case	of	a	CPS	

•  Γ a	‘path’	through	the	Concern	Tree,	rooted	in	the	Aspects	and	providing	context	for	the	funcDon		f	
•  requires	the	property		P		of	the	func-on		f	
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