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Ceﬁf nd and Control Architecture
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Explorer or Scientist
Centric View in which
environment self-
organizes around explorer

N)or scientist




RED RIDGE MOUNTAINS UNKNOWN/UNUSUAL OBJECT

MAPS
FEATURE OVERLAY
TOPOGRAPHY
LINE OF SIGHT PROFILE
CONTOUR PROFILE
AERIAL " ot d
SURFACE DATA
SUB-SURFACE.DATA
GRAPHICAL FEATURE (AERIAL)
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@ POTENTIAL HAZARD:
Loose dirt,
Walking possible |
No vehicle _
Searching for alternative path...

Local contour map

Graphical feature map
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d.to Get Erom Here {o There

B Extensive multi-layered, multi-protocol end-to-end messaging
communication architecture

B Autonomy software

B Inexpensive technology infusion approach to infuse new
capabilities

B Next slides show some ongoing efforts to evolve towards these
goals




Vision to Enable Sensor Webs with “Hot Spots”

Sensor Web Experiments, Event-driven Observations, Onboard Autonomy
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Plug-and-Play Flight Software

Software-driven Antenna _ ‘
Sensitivity Patterns - / / &
Software Tunes Reception
to Targeted Satellite
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ESFC Miss’;i%nI Services
Evolution Center (GMSEC) Core Fiight Exscutive (cFE)
Communications Infusion

Adaptive Antenna Arrays

Autonomy Testbed

. Partially

Funded

Proposed




On-board science processing,
classification and autonomous
| decision making

Science data products generated - Clouds - Floods
on-board and evaluated by - Thermal - Ilce breakup
autonomous science algorithms - Snow/water/ice - Efc...

Ground and flight
triggers task EO-1
autonomously

Triggered observations
and new targets from
the ground sorted and
integrated into schedule

into schedule

Tape trar:jsferhof I(3ata
- converted to higl
- Ne‘l‘f' Load high level speed electronic DR:;
aseline goals instead of transfer and automated
Targets commands product generation 20
. = High speed
- a%g%;ﬁ;i,_ — 4 e

—— transfer to EDOS

« Automated load generation = Automated maneuver and image e Automated meta data
= Automated real-time uplink generation for individual targets e Science data generation
e Broadcast algorithm results = Acquisition tracking reporting
Baseline Triggered Target
Requests eduie Replacements
Internet ) D Distribution

Multiple Users: =il i e il i o a:f:,d ':tréﬁil:,eo

- CSFC - Monitors MODIS direct broadcasts Systemn Management

- JPL - Screens GOES / DMSP data for

-USGS 4 least cloudy altermnate targets Spacecraft Health and Safety

- Others

User interface auto-sorts and prioritizes tasking
requests and builds goal file for upload




Commuanication infrastructure:

Cellular based architectura for spacacraft
using phasad array amtennas (GS5FC,GRC,
Ga Tech, Univ. of Colorado)




\utonomy. and.Automation

800K —
Mission Autonomy Investments
700K * Cloud Cover Screening
- On-board detections and ground predictions
600K — * High level goals sent to ED-1 instead of commands
* On-board LO, L1 processing and science classification
500K — * On-board planning and scheduling
On-board alternate image selection
400K — /
300K—  NASA Operations Costs ~u
&
% FY06
200K s, Costs
&
0~~..
100K — -
0 I T I | T
/ FYO1 FY02 FYO03 FY04 FYO05 FY06
Launch Nov 21, 2000




dap't'_'j_ Antenna Array Experiments
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\GSEC Com nent Catalogl

;age Bus:

GMSEC approach gives users choices for the components in thelr system and a
way to plug them into a generic message bus. TheTRMM mission has selected

key components from the GMSEC catalog.

) Front End Processors ) Scripting ) Telemetry + ) GMSEC APIs/Ops Systems
+ Simulators Control Command Systems

C,C++ Linux

FFTB Perl ASIST Delphl Windows

Python Eclipse Solaris
Perl

SIMSS SCL InControING
Python

STARS ITOS

COTS Middleware: SCL, Tibco Rendezvous, Tibco SmartSockets, Elvin

Archiving RPTS : s
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Scheduler
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2m (cFS) and Q:.r.e_ Flight Executive (cFE)
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B Strategic Software Layering =

» Software of a layer can be changed without affecting SW
the software of other layers Components -
B Advanced Message Handling 1
e Eliminates manual configuration of FSW M?Ssagmg
. . . T iddleware
» Automates integration of FSW with applications and
hardware components (Publish/Subscribe model) :
Time, Events, Tables cFE Services

B Standardized, Abstracted Interfaces

« Minimizes software impacts from flight hardware, = Executive Services OS Abstraction

RTOS, and application changes
Device Abstraction

0OS1/eee /0OSn Operating Systems

control & data . .
Device Drivers

HW
Components
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Ground Software Testbed

| |
' |
' |
i |
ASIST i |
: Data | UDP |
Primary [ Center: —>
(T&C Sys) i |
| |
' |
( O |
' |
' |
\ .
' |
i |
ASIST i i
Secondary i |
(T&C) | i
|

Message sent from ground to flight
bus to initiate SW application
(Livingstone — L2)

Core Flight Executive
Flight Testbed
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CHIPS A Fi&ng Netwi m-u
Computer Testk -J.J u(?

. 128 M‘byte .
T e rfeci!w/fo I'é "*é Seriments
(E.g. Secure' "‘ to S/C)

OPEN FOR BUSINESS 9/1/05
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Onboard Adaptive Compressibn.

e |IRAD proposal for onboardéiieﬂigent data reduction to manage high

data volumes: =

« CCSDS Compression
by Pen-Shu Yeh/567

 Extend EO-1 Onboard pixel classification and autonomous decision
making capability(Use FPGA processors) =

* Onboard LO processing — S

* Onboard L1 processing

» Onboard Science processing ‘F

 Onboard Feature detection _,"

« Autonomous decision makmg £ categorizing sels;.j;plxels in
interest level

rit’r&ill be put on ASIC for future use

ilable do

— Use lossy compression on plxek)f lower i |n

— Manage downlink volume to fit
each orbit

very high compression
Use Autonomy Testbed to prototype approa




B To evolve to an “interactive explorer” need to:
e Build cost-effective technology pipeline
e Build scalable cost-effective communications
» Wireless access points for satellites
» Software bus
e Continue to evolve autonomy software
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