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Summary @

Wuala is an online storage, based on a novel grid technology

Started research and development at ETH Zurich in 2004/2005
Founded in 2007 by Dominik Grolimund and Luzius Meisser ETH

Eidgendssische Technische Hochschule Ziirich
Swiss Federal Institute of Technology Zurich

12 people today, mainly engineers, expanding

Llaunched in 2008, now hundreds of thousands of users and millions of files

Sold the company to LaCie in 2009

Selt-financed until acquisition
Wuala now an autonomous subsidiary ot LaCie @




Team of 12 people, mainly software engineers

9 have a M.Sc./Ph.D. in computer science from ETH Zurich/EPF Lausanne

Expanding

Dominik Grolimund, co-founder and CEO
Master’s degree in computer science ETH Zurich
Unitech Exchange programme, business and management

Founded Caleido in 1998, sold more than 35’000 licenses of a CRM

software

Luzius Meisser, co-founder and CTO
Master’s degree in computer science ETH Zurich
Unitech Exchange programme, business and management




Product

Wouala is an online storage

* Backup

o Store files securely in the cloud
* Access from anywhere

 Share with friends and groups

Customers:

* Private users

| Your storage: 215 GB
You got 1 GB from the Wuala team to get started
You got 114 GB by inviting friends to Wuala

* Universities (Wuala Campus) -

@ | = |t OKB/s |l 0 KB/s | Maintaining DSC05173,JPG 138 GB of 215 GB used | Dominik @

* Small companies

 Digital content creators




Technology

Wouala is based on a novel technology that reduces our costs

We harness idle resources of participating computers (P2P/grid)
Dominik and Luzius started at ETH with semester/lab/Master thesis
Afterwards, 25 students did their thesis on Wuala

Eidgendssische Technische Hochschule Ziirich
Swiss Federal Institute of Technology Zurich

Traditional Our solution
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International Press Coverage by LACIE
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From Economist.com

A mathematical trick may allow people to scatter their computer files
across the world's hard disks

IF YOU have lots of unused storage
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Business Model

“Freemium”: 1GB for free, pay for more (or trade)

Premium offerings (backup, file versioning, etc.)

Wuala Campus: special offering, now launched with ETH

Soon: Revenues through DAS and NAS sales via LaCie
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Buy additional storage

[ 1 have read and agree with the Terms of Servic

Buy Now
B v (0 )

res  Buy or Trade Storage  Download Wuala

10GB Online Storage




Wuala on NAS

Trade storage on NAS for Wuala storage
Backup NAS to Cloud
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Store Files Online by LACIE

800

My Files My Friends My Groups : My Files Search

Dominik Country Switzerland Views 20099
Co-founder of Wuala Birthday Sep 18, 1980 Comments 101
wuala caleido GCender m Favorited 9 times

=RSY TS| Joined May 31, 2007 Linked O times

)
o sun 32
d
Fun

Documents Favorites Croup Postings

Videos

.| Your storage: 215 GB
You got 1 GB from the Wuala team to get started
You got 114 GB by inviting friends to Wuala
You earned 5.1 MB by trading storage
You purchased 100 GB of additional storage
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Any File, Any Size

My Files My Friends My Groups World ( My Files Search

n Folder 'Fun' is public Views 1426
Click here to add a description Everyone has access to it Comments 0
Click here to add tags 0 Share Favorited O times
Linked 0 times

) Googe

N,
MP3

euro home euro office frauenbonus Randjid

youtube

15 Order photo prints from ifolor...
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Backup: PC to Cloud
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My Files My Friends My Groups 4 > A S Bt~ (I Q)

Backup [:J Folder 'Backup' is private Views 166
Click here to add a description @ Only you have access to it Comments 0

Click here to add tags 0 Share Favorited 0 times

Dominik Grolimund (Dominik) Linked 0 times

- —

KOcUmEnts FiCEires Choose the folder you want to have backed up in Wuala.

‘m) | (] Documents W (Qsearch

¥ DEVICES || .DS_Store
I Dominik... )| | | -localized
£ iDisk Archive
! Macinto... Business

Caleido

e Contacts
I jocal... & Design

I alex-pc Learn

& dhcppco Microsoft...tzerdaten
dominik... Monev

I8 doro-pc 2 oldpws.html

I dr-kolibrill Personal

& Network... Personal Press

@ All.. [ pws.kdb

a pws.rtf

¥ PLACES Stuff
! DeSktOP 3 Traval
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Share by LACIE

et
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My Friends My Groups World ] ( My Files Search

2007-07 Schweizer Ferien Folder '2007-07 Schweiz..' is public Views 1288
Click here to add a description Everyone has access to it Comments 0
ch schweiz hiking mountains 0 Share Favorited O times

Linked 2 times

DSC 1248 DSC 1291 DSC 1292

Visibility Folder '2007-07 Schweizer Ferien'
o = ol T Set the visibility for '2007-07 Schweizer Ferien' and its subfolders.

- Please respect our guidelines.

] Email
DSC 1366 DSC 1372 DSC 1377

& Link
() private

Only you have access to this folder.

. Badge

Shared
1@ Bookmark Friends:

Password: -

DSC 1509 DSC 1512 DSC 1530 (@) Public

All content of public folders and their subfolders is visible to anyone.

(Cancel ) ( Save )
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My Friends My Groups

( My Friends Search

NOAH & EWAN Juni 07

X0

.~ Julien

-\ 2

DSC02355 DSC02364
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Web Links

- Mountains - Secure Online Storage - Backup. Store. Share. Access Everywhere.
nn‘ 'um‘ E + | http:/ /www.wuala.com/Dominik/Photos/Switzerland/Mountains/ ¢ PLQr Coogle

@ by MC'E English | Deutsch

[Z2 Dominik > Photos > Switzerland > Mountains

fags: ch, schweiz, hiking, mountains

31'329 views, 0 comments

Start Wuala .. to download all photos at once.

Switch to the [E list view for a complete folder listing.
Name

[ Go to parent directory




My Files My Friends _ ° New " My Groups Search

Wuala - Team Type: Private Members 11

Das Team Founder: Dominik Views 30219
Click here 10 add tags Created: Apr 29, 2008 Comments 0

Click here to specify your website Your Role: Admin Linked 2 times

¥ Files in "Wuala - Team' (16)

Q

Content Ideas Marketing and Organisation Quality Assurance
Communications

\‘ A=
-

Resources Roadmap Server Technology Website Quote of the Day

» Recently viewed - show more

¥ Admin (7)

Dominik Grolimund
(Dominik)

Alexander Schwab hypnotortoise Thomas (tmaeder) Marius Burki
(cborealis) Member Member (verbalkiter)
Member Member
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Network Drive
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Stream

1,968 views, mmmike

World Search

Tedtalks-BrianCreeneO
StringTheoryS837
64 MB
2,487 views, mmmike

3007
123 MB, polybos 3007 ..
3,012 views, Videoman

JoshuaKlein 2008
41 MB
2,043 views, mmmike

47 MB, oktapodi movie..

00:00:59 [

1,956 views, mmmike 1,987 views, mmmike

8.2 MB
1,962 views, mmmike

1,730 views, Fabian

1
B
a a

“ El Universo Elegante-La Tedtalks-YvesBeharOn
teoria de cuerdas-03-... esigningObjectsThatT...
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Trading Storage

Turn local storage into secure and reliable online storage

For trading, one needs to be online 4 hours a day (running average)

-"87® % Dominik pro

, 2 General Requirements Has 276 GB of Wuala storage in total.
Earned 61 GB by trading.
Purchased 100 GB of additional storage.

& Connection You can trade idle local storage for additional online storage if:

gll Local Data « Your computer is well connected.
You can get more by trading or buying.

.| Trade Storage «” Your computer is online for at least 17% of the time (4h/day
| Buy Storage
« Notifications Settings

& Account S Trade upto 50 @ GB of local storage.

& Privacy Locally Stored Data: 5 GB (" Show Graph )
~ Advanced Average Online Time: 99.97%
Online Storage Earned: 50 GB (99.97% * 50 GB)

! You can also get storage by inviting friends or by buying more storage.

(?) Learn more ( Cancel ) H




Features

Start with T GB of storage

Get more storage by
 trading local disk space storage for online storage
* buying additional storage

Encrypted

No file size limits

No traffic limits

Fast downloads

Streaming




Differentiation




Architecture

On the users’ computer:

Roadshow.mpg (60 MB)

]
1. Encrypt (AES 128)

2. Erasure code (Reed Solomon)

3. Upload meta data to our servers
4. Upload fragments to:

- Fragment servers (ex: 140)

- Grid network (ex: 300)

Grid network

Our data center:

Meta servers

Content servers

Fragment servers

Lo

@ by LACIE

On another computer:

Roadshow.mpg (60 MB)
]
3. Decrypt (AES 128)
]

2. Deconstruct

1. Download fragments from:
- Grid network (ex: 97)

- Fragment servers (ex: 3)




Security and Privacy @ by LACIE

All data gets encrypted on YOUR computer

Your password never leaves your computer

No one unauthorized, including us, can access your files

This is in stark contrast to services who have access to customers’ data







Distributed Storage

A cloud of devices
NAS, PCs, and servers

A distributed storage system

Professionals

Home users

Home users « Organizations

Universities




Technology



data stored in the pLlp network

users’s computer can be offline

how to ensure availability
(persistent storage)?



two approaches

1. make sure the data is always
in the network

move the data when a computer goes offline
bad idea for lots of data and high churn rate

&. introduce redundancy



redundany = replication?

p = node availability
k = redundancy factor
Prep = file availability



redundany = replication?

example
p=0.25
k=5
Prep = 0.763 — not enough



redundany = replication?

example
p=0.285
k=84 — unrealistic
Prep = 0.999



erasure codes

encode m fragments inton
need any m out of n to reconstruct

reed-solomon (optimal codes)
RAID storage systems

(vs. low-density-parity-check need (1+e) * m,
where e is a fixed, small constant)



availability

p=0.25
m=100,n=5817, k=n/m=5.17
peo = 0999

k=n/m=5.17 vs. k = 24 using replication
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alice stores a file




alice drags roadtrip.mpg into wuala




1. encrypted on alice’s computer (128 bit AES)




1. encrypted on alice’s computer (128 bit AES)

&. encoded into redundant fragments



1. encrypted on alice’s computer (128 bit AES)

&. encoded into redundant fragments

.
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3. uploaded into the p2p network



1. encrypted on alice’s computer (128 bit AES)

&. encoded into redundant fragments

Mol
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3. uploaded into the p2p network

.

4. m fragments
uploaded onto our
servers (boostrap,
backup)



alice shares the file with bob

alice and bob have friendship key
alice encrypts file key and exchanges it with bob
bob wants to download the file






1. download subset of fragments (m)



1. download subset of fragments (m)

if necessary, get
the remaining
fragments from
our servers



2. decode the file

1. download subset of fragments (m)



3. decrypt the file

1. download subset of fragments (m)



bob plays roadtrip.mpg

1. download subset of fragments (m)






maintenance




maintenance

alice’s computer checks and maintains her files




maintenance

alice’s computer checks and maintains her files
if necessary, it constructs new fragments and uploads them




maintenance

alice’s computer checks and maintains her files
if necessary, it constructs new fragments and uploads them




maintenance

alice’s computer checks and maintains her files
if necessary, it constructs new fragments and uploads them




O

O O O

X
c
O
3
O
-
Q,
q\:
Q,

O










distributed hash table (DHT)




super nodes
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e @ Storage nodes
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download of fragments (in parallel




routing

napster: centralized :-(
gnutella: flooding :-(

chord, tapestry: structured overlay networks
O(log n) hops :-)

n = # super nodes

vulnerable to attacks (partitioning) :-(



super node

connected to direct neighbors
plus some random links

random links?
pig€y-pack routing information



number of hops depends on

size of the network (n)
size of the routing table (R)

which itself depends on the traffic
we have lots of traffic due to erasure coding



simulation results

n=10°
R =1,000: < & hops
R = 100: ~5 hops

reasonable already with moderate traffic



small world effects
(see milgram, watts & strogatz, kleinberg)

regular graph
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high diameter :-(
high clustering :-)



small world effects
(see milgram, watts & strogatz, kleinberg)

regular graph random graph
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small world effects
(see milgram, watts & strogatz, kleinberg)

regular graph random graph
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high clustering :-) low clustering :-( high clustering :-)



routing table
n=10° R = 10,000

2000

Entry number




incentives, fairness
prevent free-riding

local disk space
online time

upload bandwidth



online storage = local disk space * online time
example: 10 GB disk space, 70% online --> 7 GB

we have different mechanisms to measure
and check these two variables



trading storage

only if you want to (you start with 1 GB)
you must be online at least 17% of the time

(= 4 hours a day, running average)
storage can be earned on multiple computers



upload bandwidth

the more upload bandwidth you provide,
the more download bandwidth you get



“client” storage node
>
< -

asymmetric interest
tit-for-tat doesn’t work :-(

believe the software? hack it (kazaa lite) :-(



distributed reputation system

that is not susceptible to false reports
and other forms of cheating

must scale well with number of transactions
we have lots of small transactions due to erasure coding

=| Havelaar, NetEcon 2006
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1. lots of transactions
“observations”

=| Havelaar, NetEcon 2006



&. every round (e.g., a week)
send observations to

\ pre-determined neighbors (hash code)
\
\l\lg :
|
1. lots of transactions
“observations”

=| Havelaar, NetEcon 2006



&. every round (e.g., a week)
send observations to

pre-determined neighbors (hash code)

N
\. - 3. discard ego-reports,
- >‘< >. median, etc.
|

1. lots of transactions
“observations”

=| Havelaar, NetEcon 2006



&. every round (e.g., a week)
send observations to

pre-determined neighbors (hash code)
\.\.
SE=sed——Se<
B
1. lots of transactions
“observations”

3. discard ego-reports,
median, etc.

4. next round, aggregate
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&. every round (e.g., a week)
send observations to

pre-determined neighbors (hash code)
\.\.
SE=sed——Se<
B
1. lots of transactions
“observations”

3. discard ego-reports,
median, etc.

4. next round, aggregate

9. update reputation
of storage nodes

=| Havelaar, NetEcon 2006



&. every round (e.g., a week)
send observations to

\ pre-determined neighbors (hash code)
\
\l\lg :
|
1. lots of transactions
“observations”

3. discard ego-reports,
median, etc.

4. next round, aggregate

9. update reputation
of storage nodes

rewarding:
upload bandwidth
proportional
to reputation

=| Havelaar, NetEcon 2006



local approximation of contribution
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=| Havelaar, NetEcon 2006



“client” storage node




“client” storage node




“client” storage node




“client” storage node




“client” storage node
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“client” \ storage node
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content distribution

similar to bittorrent
tit-for-tat

some differences due to
erasure codes



encryption

128 bit AES for encryption
2048 bit RSA for authentication

all data is encrypted (file + meta data)
all cryptographic operations performed locally

(i.e., on your computer)



access control

cryptographic tree structure

untrusted storage
doesn’t reveal who has access

very efficient for typical operations
(8rant access, move, etc.)

=| Cryptree, SRDS 2006



vacation A roadtrip.mpsg
EZ—A switzerland.mpg

viCECV \A europe.mpsg

=| Cryptree, SRDS 2006



bob doesn’t see that
claire has also access

and vice versa

Maﬁom A roadtrip.mps
ﬂz—ﬂ switzerland.mpg

vigcy \A europe.mpsg

=| Cryptree, SRDS 2006



granting access to this  bob doesn’t see that
and all subfolders takes claire has also access
just one operation and vice versa
all subkeys can be
derived from that

parent key Maﬁon A roadtrip.mpg
| EZ—A switzerland.mpg
gartield Vld‘V \A europe.mpg
root / \
a &

g

=| Cryptree, SRDS 2006



Thank you!

Questions?




