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The world in photos

• There are billions of photos online

• Photographic record of the surface of the earth

• Photo sharing on a massive scale



Flickr

1 billion

2 billion

3 billion

> 6.3 billion photos on Photobucket, > 10 billion on Facebook





Feature detection
Detect features using SIFT [Lowe, IJCV 2004]
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Feature detection
Detect features using SIFT [Lowe, IJCV 2004]



Feature matching
Match features between each pair of images
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Incremental structure from motion

• Automatically select an initial pair of images



Incremental structure from motion



Incremental structure from motion



Photo Tourism



Yosemite



Overview

• Finding Paths through the World’s 
Photos

• Large-scale 3D reconstruction

• Ongoing and future projects
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http://en.wikipedia.org/wiki/Libration


3D navigation – Photo Tourism

Demo



Continuous navigation

Demo



• What are good controls for exploring a 
given 3D scene?



• Our approach: Derive good controls from 
the distribution of viewpoints in a large 
photo collection

Navigation controls





3D navigation controls

Problem: 3D scenes are difficult to navigate

• How does the user know where to go?

• How does the user get there?

• Good controls are scene dependent

Solution: exploit the distribution of photos to 
derive good controls



Finding paths through photo collections





Scene-specific navigation controls

• Orbits

• Panoramas

• Representative viewpoints

• Optimized paths between views



Pantheon



[Simon, et al., Scene summarization for Online Image Collections, ICCV ’07]



Optimized paths between views







Personal photo tour





Trevi Fountain





Overview

• Finding Paths through the World’s 
Photos

• Large-scale 3D reconstruction

• Ongoing and future projects



Large-scale reconstruction

• Most of the models shown so far have had 
~500 images

• How do we scale from 100s to 10,000s of 
images?

• Observation: Internet collections represent 
very non-uniform samplings of viewpoint

[Snavely, Seitz, Szeliski, CVPR 2008]



The Pantheon



Stonehenge



Stonehenge

Full graph Skeletal graph



Skeletal set

• Goal: given an image graph       ,

select a small set S of important images to 
reconstruct, bounding the loss in quality of 
the reconstruction

• Reconstruct the skeletal set S 

• Estimate the remaining images with much 
faster pose estimation steps



Properties of the skeletal set

• Should touch all parts of

Dominating set

• Should form a single 
reconstruction

Connected dominating set

• Should result in an 
accurate reconstruction ?



Representing information in a graph

• What kind of information?

– No absolute information about camera positions

– Each edge provides information about the relative 
positions of two images

– … but not all edges are equally informative

• We model information with the uncertainty 
(covariance) in pairwise camera positions



Representing information in a graph



Representing information in a graph

• Uncertainty grows with the length of the path
• Shortest path gives a bound on expected uncertainty
• We use the trace of the covariance matrix as our scalar 

edge weights
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edge weights



Representing information in a graph

Want to find a subgraph with:
a) many leaves
b) small growth in estimated uncertainty 

between any pair of nodes



t-spanner problem

• Given a graph     , find a spanning subgraph ’ 
such that, for every pair of vertices (P,Q), the 
distance between P and Q in     ’ is at most t
times the distance between P and Q in 

4-spanner 3-spanner

t: the stretch factor

[Peleg & Schäffer 1989, Althöfer, et al, 1993, Li, et al 2000, Alzoubi 2003]

Applications in wireless ad hoc networking



Stonehenge

Full graph Skeletal graph (t=16)
(leaves omitted)



Maximum-leaf t-spanner problem

• Given a graph        , and a stretch-factor t, find 
a subgraph which:

a) is a t-spanner

b) has the largest number of leaves

• We construct         by adding edges one at a 
time to an empty graph, until a) is satisfied



Properties of approach

• Results in a connected reconstruction (when 
possible)

• Bounds expected increase in uncertainty of 
reconstructed model (bound is defined by t)

• Remaining information can be used to refine 
the model after the initial reconstruction



Results



Pantheon

Full graph Skeletal graph (t=16)



Skeletal reconstruction
101 images

After adding leaves
579 images

After final optimization
579 images



Pisa

1093 images registered (352 in skeletal set)



Trafalgar Square

2973 images registered (277 in skeletal set)





Statue of Liberty

7834 images registered (322 in skeletal set)
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Dense 3D Modeling

Michael Goesele, Noah Snavely, Brian Curless, Hugues Hoppe, Steve Seitz, ICCV 2007



Overview

• Finding Paths through the World’s 
Photos

• Large-scale 3D reconstruction

• Ongoing and future projects



Rebuilding Rome

• How much of the city of Rome can be 
reconstructed from Internet photos?









Rebuilding Rome in a day

• Download a million (or more) photographs 
of Rome from Flickr.com.

• Match the photos to find corresponding 
points.

• Build a three dimensional model of the city 
by incrementally adding photographs to it.

• Do all of the above in a fully distributed
manner on a 1000 node cluster in 24 
hours.



How do we fill in the gaps?



Can we turn this into a game?

• Use the millions of digital cameras / 
cellphones as a distributed world capture 
device

• Use humans to help where computer vision 
fails







Thank you!


